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TABLE 2. SUMMARY OF CORRELATION BETWEEN EFFECTIVENESS OF A DEFENSE <d> AND SUSCEPTIBILITY TO A RISK <r> WITH A FACTOR <f>:
" INDICATES <d> OR <r> POSITIVELY CORRELATES WITH <f>; # INDICATES A NEGATIVE CORRELATION.

Defences (<" or #>, <f>) Risks (<" or #>, <f>)

RD1 (Adversarial Training):

• D1 ", |Dtr| [170]
• D2 #, tail length [16], [75]
• D4 ", priority for learning stable attributes [170]
• O1 ", curvature smoothness [108]
• O2.1 ", distinguishability in data records inside and outside Dtr [152]
• O3 ", distance to boundary for most Dtr data records [185]
• M1 ", model capacity [108]
RD2 (Outlier Removal):

• D2 ", tail length [175]
RD3 (Watermarking):

• D2 ", tail length [102]
• O2.3 #, distinguishability in observables for watermarks between f✓

and fder
✓ , but distinct from independent models [3]

• M1 ", model capacity [3]
RD4 (Fingerprinting):

• O2.3 #, distinguishability in observables for fingerprints between f✓
and fder

✓ , but distinct from independent models [103], [174]
• O3 #, distance of Dtr data records to boundary [22], [103], [129]
PD1 (Differential privacy):

• D2 #, tail length [11], [158]
• D4 ", priority for learning stable attributes [164]
• O1 #, curvature smoothness [18], [171]
• O2.1 #, distinguishability for data records inside and outside Dtr [2]
• O3 #, distance of Dtr data records to decision boundary [171]
• M1 #, model capacity [143]
FD1 (Group Fairness):

• D4 ", priority for learning stable attributes [1], [57], [120]
• O2.2 #, distinguishability in observables across subgroups [1], [198]
• O3 #, distance to decision boundary for most Dtr data records [169]
FD2 (Explanations):

• D3 #, number of input attributes [145]
• O2.1 ", distinguishability in data records inside and outside Dtr [145]
• O2.2 ", distinguishability in observables across subgroups [46]

R1 (Evasion):

• D2 ", tail length [96], [182]
• O1 #, curvature smoothness [108]
• O3 #, distance of Dtr data records to boundary [171]
R2 (Poisoning):

• D2 ", tail length [17], [102], [127]
• M1 ", model capacity [3]
R3 (Unauthorized Model Ownership):

• M1 #, model capacity [93], [124]
P1 (Membership Inference):

• D1 #, |Dtr | [144], [193]
• D2 ", tail length [25], [26]
• D4 #, priority for learning stable attributes [109], [164]
• O2.1 ", distinguishability for data records inside and outside Dtr [144]
• O3 #, distance to decision boundary [145]
• M1 ", model capacity [48], [152]
P2 (Data Reconstruction):

• D2 ", tail length [180]
• D3 #, number of input attributes [55]
• O2.1 ", distinguishability for data records inside and outside

Dtr [121], [208]
• O2.2 ", distinguishability in observables across subgroups [189]
P3 (Attribute Inference):

• D2 ", tail length [82]
• D4 #, priority for learning stable attributes [109], [151]
• O2.2 ", distinguishability in observables across subgroups [1]
P4 (Distribution Inference):

• D2 ", tail length [31], [111]
• D4 ", priority for learning stable attributes [156]
• O2.1 ", distinguishability in observables between datasets [156], [157]
• M1 ", model capacity [31]
F (Discriminatory behaviour):

• D2 ", tail length [116]
• O2.2 ", distinguishability in observables across subgroups [198]

4.3. Surveying Unintended Interactions

We now survey various unintended interactions reported
in the literature and situate them within our framework.
We selected papers on various interactions using Google
Scholar, focusing on those published in top-tier venues.
Next, we examined their citations and related work to un-
cover additional works. We use existing surveys (e.g., Git-
tens et al. [61]) to confirm that our coverage is reasonable.

We present the different interactions explored in prior
works in Table 3. We mark the type of interaction (indicated
as “I”) between <d> and <r> as  if “an increase (de-
crease) in effectiveness of <d> correlates with an increase
(decrease) in <r>” and  if “an increase (decrease) in
effectiveness of <d> correlates with a decrease (increase)
in <r>”. When I is  , prior work has not studied this
particular interaction and the middle columns are also left
empty. When I is  or  , empty middle columns correspond
to cases where prior work merely identifies the type of
interaction without evaluating the influence of the factors.

We use the different factors from Table 1 to gain a

more nuanced understanding of the interactions. We mark
a factor with  if there are empirical results regarding its
influence, � if there are theoretical results and # if it is
only conjectured. Exceptions to any interactions are listed
under “References” and discussed in the text.
RD1 (Adversarial Training)

 R1 (Evasion) is less effective with RD1 which is specif-
ically designed to resist adversarial examples [97], [108],
[202]. Using the min-max objective function increases the
curvature smoothness which reduces the possibility of gen-
erating adversarial examples [108]. Further, RD1 pushes
the decision boundary away from the data records [202].
Also, f

rob
✓ requires a high capacity to learn a complex

decision boundary to fit adversarial examples [108]. Longer
tail increases the effectiveness of adversarial examples from
the tail classes despite using RD1 [96], [182].
 R2 (Poisoning) can be effective with RD1 [179]. Recall
that frob

✓ is forced to learn stable attributes. Hence, it might
seem that poisons, generated by manipulating spurious at-
tributes, does not affect frob

✓ ’s predictions [161]. However,
Wen et al. [179] design poisons to degrade f

rob
✓ ’s accuracy
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Situating prior work in framework
• Risk increases➞●, decreases➞●
• Interaction unexplored➞● 
• Factors evaluated: empirical➞●, theoretical➞ʘ, 

conjectured➞

Motivation
• ML models susceptible to different risks to 

security, privacy, and fairness 
• Defenses designed against specific risks

• No systematic framework to understand them

Secure Systems Group, University of Waterloo+, Aalto University†

SoK: Unintended Interactions among Machine 
Learning Defenses and Risks

Vasisht Duddu+, Sebastian Szyller†, N. Asokan+,†

Guideline for conjectures

Effectiveness of defense correlates with factor
Change in factor (<f>) correlates with risk
• ↑: positive correlation; ↓: negative correlation
Use arrows for <defense, f> and <f, risk>: 
• If (↑,↑) or (↓,↓) ➞ ●; else (↑,↓) or (↓,↑) ➞ ●
Conjecture is:
• unanimous if all factors agree, or
• determined by dominant factor (O1, O2, O3)
Non-common factors may affect interaction 

Framework: Underlying causes
Overfitting: Difference in train and test accuracy
Factors: Trainset size (D1); Model capacity (M1)
Memorization: Difference in model prediction on 
data record w/ and w/o it in training dataset
Influencing factors: 
• Dataset: Tail length of distribution (D2); 

number of attributes (D3); priority of learning 
stable attributes (D4)

• Objective function: curvature smoothness 
(O1); distinguishability of observables across 
datasets (O2.1), subgroups (O2.2), models 
(O2.3); distance to decision boundary (O3)

• Model: same as M1

Unintended interactions

Conjectured causes: overfitting, memorization

ssg-research.github.io/mlsec/interactions

But may also impact unrelated risks 
Unintended interactions

Defenses Risks

RD1 (Adversarial Training) 
RD2 (Outlier Removal)

R1 (Evasion)
          R2 (Poisoning)

RD3 (Watermarking)
RD4 (Fingerprinting)

R3 (Unauthorized Ownership)

PD1 (Differential Privacy) P1 (Membership Inference) 
          P2 (Data Reconstruction)
          P3 (Attribute Inference)
          P4 (Distribution Inference)

FD1 (Group Fairness)
FD2 (Explanations)

F (Discriminatory Behaviour)

TABLE 3. UNINTENDED INTERACTIONS BETWEEN DEFENSES WITH DIFFERENT RISKS. TYPE OF INTERACTION (I):  ! RISK INCREASES;  !
RISK DECREASES;  ! UNEXPLORED. WE INDICATE EXCEPTIONS TO THESE UNDER “REFERENCES” AND DISCUSS THEM IN THE TEXT.

UNDERLYING FACTORS:  ! EMPIRICAL; � ! THEORETICAL AND #! CONJECTURED. UNDER O2, WE WRITE O2.1, O2.2, AND O2.3 AS 1, 2,
AND 3 RESPECTIVELY. WE MARK THE FACTORS EVALUATED FOR CONJECTURED INTERACTIONS AS B (SEE SECTION 5).

Defenses Risks I OVFT Memorization Both References

D1 D2 D3 D4 O1 O2 O3 M1

RD1 (Adversarial Training)

R1 (Evasion)      [96], [108], [182], [202]
R2 (Poisoning)  [161], [179]
R3 (Unauthorized Model Ownership)  # [90] ( [101]:  )
P1 (Membership Inference)  �,  1:   [71], [152]
P2 (Data Reconstruction)  #  [117], [204]
P3 (Attribute Inference)  
P4 (Distribution Inference)  # [156]
F (Discriminatory Behaviour)  �,  [16], [38], [75], [105]

RD2 (Outlier Removal)

R1 (Evasion)  [63]
R2 (Poisoning)  [163]
R3 (Unauthorized Model Ownership)  
P1 (Membership Inference)   [26], [47]
P2 (Data Reconstruction)  
P3 (Attribute Inference)   [82]
P4 (Distribution Inference)  
F (Discriminatory Behaviour)   # [142]

RD3 (Watermarking)

R1 (Evasion)  
R2 (Poisoning)  # [3], [98], [141], [203]
R3 (Unauthorized Model Ownership)  # 3:   [3], [104], [160]
P1 (Membership Inference)  # 1:   [35], [166]
P2 (Data Reconstruction)  # 1:   [166]
P3 (Attribute Inference)  # 2:   [166]
P4 (Distribution Inference)  �,  # 1:    [31], [111]
F (Discriminatory Behaviour)  # [102]

RD4 (Fingerprinting)

R1 (Evasion)  3:   [22], [103], [129]
R2 (Poisoning)  
R3 (Unauthorized Model Ownership)   3:   [103], [112], [174], [211]
P1 (Membership Inference)   [112]
P2 (Data Reconstruction)  
P3 (Attribute Inference)  
P4 (Distribution Inference)  
F (Discriminatory Behaviour)  

PD1 (Differential Privacy)

R1 (Evasion)    [18], [171] ( [21]: )
R2 (Poisoning)  [73], [80], [106]
R3 (Unauthorized Model Ownership)  
P1 (Membership Inference)  �,  1:  [76], [81], [101], [136]
P2 (Data Reconstruction)  1:  [153], [191]
P3 (Attribute Inference)  2: # [101]
P4 (Distribution Inference)   [9], [156] ( [156]:  )
F (Discriminatory Behaviour)  #  [11], [49], [54], [167], [197]

FD1 (Group Fairness)

R1 (Evasion)   �,  [169]
R2 (Poisoning)  [29], [115], [149], [172]
R3 (Unauthorized Model Ownership)  
P1 (Membership Inference)     [30], [162]
P2 (Data Reconstruction)  B 2: B Our conjecture:  
P3 (Attribute Inference)  2:�, [1] ( [53]:  )
P4 (Distribution Inference)   [156]
F (Discriminatory Behaviour)   2: [4], [87], [132], [198]

FD2 (Explanations)

R1 (Evasion)  [134], [207]
R2 (Poisoning)   �,   [14], [72], [147], [201]
R3 (Unauthorized Model Ownership)  [5], [134], [177]
P1 (Membership Inference)    1:    [99], [128], [134], [145]
P2 (Data Reconstruction)  �,   [145], [210]
P3 (Attribute Inference)  2: # [46]
P4 (Distribution Inference)  B 1: B B Our Conjecture:  
F (Discriminatory Behaviour)     [12], [40] ( [91], [140]:  )

by manipulating the stable attributes.
 R3 (Unauthorized model ownership) can be more
prevalent as model theft of f

rob
✓ is easier than f✓ [90].

However, no reasons were explored. We conjecture that
since f

rob
✓ has uniform predictions on neighboring data

records [86], [97], [108], [165], hence, fder
✓ requires fewer

queries compared to f✓. The above interaction assumes Adv

is a malicious suspect. For a malicious accuser, RD1 can
mitigate false claims [100], which decreases R3 ( ).
 P1 (Membership inference) is easier with RD1 [71],

[152]. Recall that RD1 modifies f
rob
✓ ’s decision bound-

ary to memorize adversarial examples in Dtr [152]. This
increases the influence of some records on observables.
Consequently, the distinguishability between data records
inside and outside Dtr is higher [152]. Hence, P1 increases.
Hayes et al. [71] provably show that increasing |Dtr| lowers
overfitting and hence, reduces P1. Further, P1 increases with
f
rob
✓ ’s capacity due to higher memorization.

 P2 (Data reconstruction) is easier with RD1 [117],
[204]: f

rob
✓ has interpretable gradients [135], which en-

?

?

?


